1. ORIGINAL PROCEDURE FOR CHOOSING A

To quote from Storey and Taylor 2004, the bootstrap procedure for choosing A
is:
e Step 1: for some range of A\, say R = {0,0.05,0.10,...,0.95}, calculate
7o(A) as in Section 2.
e Step 2: for each \ € R, form B bootstrap versions 73%()\) of the estimate,
b=1,..., B, by taking bootstrap samples of the p-values.
e Step 3: for each A € R, estimate its respective MSE as

MSE(N) = 5 2324 [m"(A) — minyer{fo(\)}]
e Step 4: set A = argmin/\eR{MSE(/\)}

2. DISTRIBUTION OF BOOTSTRAP ESTIMATOR

As defined in Table 1 of Storey 2004, let W(X) = >, I{p; > A}, the number
of p-values greater than A. This means that (as described in Storey 2004 Eq 4):

o ()‘) = mvg/l(jl)

Let ¢;% ,, be the resampled p-values in bootstrap sample b (as done in Step 2
above), and let W**()\) be this value calculated for bootstrap sample b.

W N) = 3200 Tgoa
Since there are W(\) p-values greater than A out of a set of m, this means
P(gi? > ) =

and therefore, since the sum of iid Bernoulli :T/Lariables is binomial:
W*°()\) ~ Binom(m, %)
which means
E[W*(\)] =W (\)
Var{I*(A)] = m 2 (1 — BB = W ()(1 - £
Bl (V)] = 72
Varlmg (A)] = sz VarlW (V)] = saays (1 — )

m

This is a closed form solution for the distribution of 73°()\) in terms of W (\) and
m, which means we can remove the need for bootstrap estimation. Specifically,

limp_, 00 MSE(X) = Var[ri? (V)] + (E[xz2(A)] — miny er {70 (X)})2
= sty (1= 552 + (Mo(A) — minyer {#o(X)})?

3. NEwW PROCEDURE

e Step 1: for some range of A\, say R = {0,0.05,0.10,...,0.95}, calculate
7o(A) as in Section 2, and W(\) as above.
e Step 2: for each A € R, estimate its respective MSE as

MSE(A) = 70 (1= W) 4 (7)(A) — minyer {70 (X)})?

e Step 3: set A = argmin/\eR{MSE(/\)}




